Tipuri de invatare in inteligenta artificiala — pe intelesul
tinerilor (si al robotilor confuzi)

Cand vorbim despre inteligenta artificiala (AlI), trebuie sa stim un secret: algoritmii nu se nasc
destepti.

Nu apare niciun robot dimineata la ora 8 spunand: ,,Buna ziua, domnule profesor, stiu deja tot
despre imagini, text, voce si eticd, putem trece la examen.”

Nu. Ei invata, exact ca elevii. Doar ca fara pauze de masa, fara ,,n-am avut timp” si cu o
memorie enervant de buna.

Procesul prin care Al-ul invata se numeste Machine Learning — adica invatare automata — si se
bazeaza pe ideea ca, daca ii dai suficienta experienta (date), va incepe sd recunoasca modele, sa
ia decizii si, uneori, sd para chiar inteligent.

Existd trei mari stiluri prin care un sistem de inteligenta artificiald invata:
supervizat,

“" nesupervizat,

<" prin intarire.

Dacd ne imagindm ca aceste trei stiluri ar fi trei elevi intr-o clasa, am avea:

e ,Supervizatul” — care sta n prima banca si primeste toate indicatiile;
e ,Nesupervizatul” — detectivul curios care Incearca sa inteleagad lumea singur;
e Intaritul” — gamerul care apasa toate butoanele pana gaseste combinatia castigatoare.

N

k= Invitarea supervizata — Profesorul care nu oboseste niciodata

Invétarea supervizata este varianta cu profesor.
Aici, Al-ul primeste exemple impreuna cu raspunsurile corecte.

De exemplu:
,Aceasta este 0 poza cu un ciine. Aceasta este o pisica. Aceasta este un frigider (nu e pisica, nu
insista).”

Sistemul vede mii de astfel de exemple si invata sa lege caracteristicile imaginilor de etichete.
Data viitoare cand vede o pozad noud, incearca sa ghiceasca: ,,Cred ca e caine.”
Daca are dreptate — perfect. Dacd greseste — il corectdm si data viitoare se descurca mai bine.



Este ca atunci cand un elev invata din caietul cu probleme rezolvate: vede enuntul, vede solutia,
incepe sa observe tiparul.

De aceea, invatarea supervizata este folositd la recunoasterea fetelor, detectarea spamului,
traducerea automata sau recomandarile personalizate.

W Fun fact:

Un Al antrenat sa recunoasca animale a ajuns sa creada ca orice poza cu multa iarba este un
caine.

Nu pentru ca iubeste cdinii, ci pentru ca in pozele de antrenament, cainii apareau mereu pe iarba.
Asa ca da, si algoritmii pot trage concluzii pripite!

Y ) o .
&0 |Invatarea nesupervizata — Detectivul care nu are manual

Aici, Al-ul nu primeste niciun raspuns corect — trebuie sa descopere singur structura datelor.
Este ca atunci cand intri Intr-o clasd noua si, fara sa cunosti pe nimeni, incepi sa observi:
,,Aha, dstia stau mereu impreund, probabil sunt gasca de gameri. Ceilalti discutd despre
olimpiade — clar sunt olimpicii.”

La fel, algoritmul observa ca anumite date seamana intre ele si le grupeaza automat.
Acest tip de invatare este folosit pentru:

o recomandari de continut (,,dacd ti-a placut asta, probabil iti place si asta”),
e segmentarea clientilor,
o detectarea tiparelor ascunse in date mari (Big Data).

W Fun fact:
Un Al care analiza conversatiile online a ajuns la concluzia ca lumea se Imparte in doua
categorii:

1. oameni fericiti cu pisici &,
2. oameni nervosi din cauza traficului é8.
Greu de contrazis, nu?

58 Invatarea prin intdrire — Gamerul neobosit

In acest tip de Invatare, Al-ul nu primeste raspunsul corect, ci doar un scor: bine, rau, puncte
in plus, puncte In minus.
Face o actiune, vede ce se intampla, Invatd din consecinte si incearca din nou — putin mai bine.



Este exact ca un elev la un joc video: la inceput cade in toate capcanele, sare gresit, apasa toate
tastele.
Dar, dupa multe Incercari, descopera strategia castigatoare.

In invitarea prin intirire, Al-ul descopera singur ce secventi de actiuni ii aduce cea mai mare
recompensa.

Asa au fost creati algoritmi care joaca sah, Go sau Super Mario mai bine decat oamenii, dar si
masinile autonome care invata sa ia decizii sigure in trafic.

W Fun fact:

Un Al trebuia sa nvete sa alerge intr-un joc 3D.

In loc si alerge ,,frumos”, a descoperit ¢, dac se arunci si se rostogoleste haotic, motorul
jocului i dadea puncte pentru miscare.

Practic, a pacilit jocul — ca un elev istet care gaseste scurtatura legala la un test dificil. &



Regresia liniara si logistica — primele exercitii practice ale
invatarii supervizate

Dupa ce am aflat cum invata un sistem de inteligenta artificiala — supervizat, nesupervizat sau
prin intarire — e timpul sa vedem ce face concret atunci cand ,,isi face temele”.

Primul capitol practic din viata oricarui algoritm Al se numeste regresie.

Aici, Al-ul nu mai viseaza la roboti care salveaza lumea, ci la ceva mult mai simplu: sa traga o

linie corecta. &

B3 | egitura cu invatarea supervizat

Regresia (liniard sau logisticd) este una dintre cele mai importante metode de invatare
supervizata.

Asta inseamna ca Al-ul primeste exemple cu raspunsul corect — un set de date etichetate — si
trebuie sd invete relatia dintre cauza si efect.

De exemplu, dacd ii ddm unui Al un tabel cu:

Ore de studiu Nota la test

1 5
2 6
3 8
4 9

el va invata sa vada un model:
,,Cu cat inveti mai mult, cu atat nota ta € mai mare.”

Astfel, invitarea supervizata ii da ,,lectia”, iar regresia e modul in care o aplica, desenand
relatia dintre intrari (x) si iesiri (y).



~ Regresia liniara — Al-ul care trage linii si face predictii

Imagineaza-ti un mic robot numit Lino.

Lino e pasionat de graficd: daca 1i arati o gramada de puncte (date), el incearca sa traga o linie
care se potriveste cat mai bine printre ele.

Scopul 1ui? Sa poata prezice lucruri.

De exemplu:

,Daca un elev invata 3 ore, ce notd va lua?”
Al-ul cauta o formula simpla:
Nota = a x (ore de studiu) + b

El tot Incearca, greseste, ajusteaza linia, pana cand rezultatele se apropie cel mai mult de valorile
reale.
Cu alte cuvinte, ,,se antreneaza” exact ca un elev care exerseaza exercitiul pana 1i iese.

@ Regresia liniari este folositd pentru a prezice valori numerice.
De exemplu:

e sa estimeze pretul unei case in functie de marime;

e sd prezica temperatura In functie de luna;

e sa calculeze salariul in functie de vechime;

e sd estimeze timpul de raspuns al unui sistem informatic.

W Fun fact:

Un Al antrenat sa prezica inaltimea In functie de greutate a inceput sd considere cd un melc de
300 g ar avea 2 metri. @

Deci da, si modelele , liniar ganditoare” au nevoie de corectie.

s Regresia logistica — Al-ul care trebuie sa spuna ,,da” sau ,,nu”

Daca regresia liniard e elevul care calculeaza note si preturi, regresia logistica e colegul mai
decis care raspunde simplu:

,,Da” sau ,,Nu”.
In loc s traseze o linie dreapta, regresia logistica deseneaza o curba in forma de S — numita
functia sigmoida.

Aceasta transforma valorile numerice intr-o probabilitate: cat de sigur este ca ceva se Intampla.

De exemplu:



e ,Este un e-mail spam?” *

e ,,Vaploua maine?”

 ,.Clientul va cumpira produsul?” .=
« ,JImaginea contine o pisica?” &

Al-ul nu spune doar ,,da” sau ,,nu”, ci calculeaza ceva de genul:

»sunt 82% sigur ca e o pisica.”
Daca probabilitatea trece de 0.5 (50%), decide: da, e pisica.

@ Regresia logistici este folosita pentru clasificare binarid — adica decizii de tipul
adevarat/fals, da/nu, 1/0.

W Fun fact:

Un Al logistic pus sd recunoasca oi intr-o ferma a inceput s creada ca orice poza cu multd iarba
contine o oaie.

Explicatia: in toate pozele de antrenament, oile erau... pe iarba!

Morala: si algoritmii judecd dupa aparente. &

@ Cum se leagaintre ele

Caracteristica Regresie Liniara Regresie Logistica
. . Relatia dintre doua valori Daca un eveniment se intampla sau
Ceinvata? .
numerice nu
. O valoare continua (ex: pret, O probabilitate intre 0 si 1 (ex: 80%
Ce ofera? . B
nota, varsta) sansa ,da”)
Cum arata . . - .
. O linie dreapta O curbainformade S
graficul?
Exemple Prezicerea salariului Detectarea e-mailurilor spam
Tip de invatare Supervizata Supervizata

Ambele sunt copii ale aceleiasi familii — familia invatarii supervizate — dar au stiluri diferite:

e Uuna masoara,
e cecalalta decide.






